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Abstract—Most studies focus on the task at hand for the robot
and how human feedback affects it in reinforcement learning. In
reinforcement learning focuses on how the agent (robot) might
react in an environment (human feedback) when given a reward.
It is important to look at reinforcement learning with a duration
of time in mind. We will look at how time affects human feedback
when teaching the robot could get a different result. Also, it
depends on the difficulty of the task and time.
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I. INTRODUCTION

In interactive reinforcement learning (RL), the robot (the
agent) gets human feedback (the environment) while learning
the task at hand. It is a crucial tool that allows researchers to
look at the optimal behavior of the robot through trial-and-
error with the environment.[4] However, the human feedback
is not perfect at all times. The imperfection of the teaching
affects how robots learn the task.

The causes of imperfect human feedback could range from
boredom to fatigue as an effect changes the outcome of the
reward given to the robot. [2] A real-life example of human
error would be when a chef adds too much of an ingredient
to their dish. The outcome of the cooking will change due to
this imperfection. The comparison is similar to how a mistake
from the human teacher can make the robot learn at a slower
rate or not complete the task correctly.In our study, we will
be looking at the effect fatigue has on the duration of time in
HRI.

II. BACKGROUND

There have been studies that show the effect fatigue has
on work. The more fatigue the human is, the quality of work
produced goes down. [5] The longer the duration the human
gives feedback to a robot, the more likely fatigue will set in.
In return affects how the outcome of the robot learning in RL.

However, robots with a longer duration of time also adjust
the learning curve of a task. I have not found many studies
that focus on the relationship of time in RL for HRI. At some
point, there is going to be a time where there will be no human
feedback. An example would be when humans are taking a
break. The robot can learn from their environment during that
time.[1] However, inaccurate feedback can still occur during
this time.

III. METHODOLOGY

The focus of the research is to analyze if changes in human
behavior affect robot performance over time. I will be using
TAMER framework to analyze the study.[3] The TAMER
framework uses the feedback (human) given to the agents(the
robots) as a reward system. One of the benefits is no technical
knowledge is needed to analyze the relationship. TAMER
allows me to analyze the variable behind why human feedback
over time without worrying if the user is familiar with robots
or not.

IV. USER STUDY

The study will be conducted online by using OpenGym AI
two programs, Taxi and FrozenLakes. A pre-survey is given
before they start the task. After an increment of 10, 30 minutes,
and an hour a questionnaire will be handed to the user. Also,
the percentage of how close they are to finishing the goal is
given during this time. In the end, they will be handed the
same pre-survey to complete.

V. FUTURE WORKS

I would have loved to get more into the programming and
algorithmic part of my research. Another thing I would love
to have completed is the result, discussion, and conclusion.
I learned how to read and analyze research articles for my
research. I also learned the writing style and rules for research.
Being able to learn the libraries and interfaces used in robotics
helped me understand more about machine learning.
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